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GPT - Generative Pre-Training Transformer: Big Picture

Model Title Focus Paradigm Params
GPT-1 Improving Language 

Understanding by 
Generative Pre-Training

NLU tasks, pre-trained 
model

Pre-training->Efficient Fine-
tuning

117M

GPT-2 Language Models are 
Unsupervised Multitask
Learners

Zero-shot Evaluation, 
NLG Tasks

Pre-training->Zero-shot
Multitask Transfer

1.5B

GPT-3 Language Models are 
Few-Shot Learners

Few-shot Learning or 
In-context Learning

In-context Learning with a 
few demonstration 
examples

175B

GPT-
3.5/
ChatGPT

N/A NLG with human 
patterns

Pre-training->RLHF 175B + 6B 
reward 
model



GPT1: Generative Pre-Training for NLU

• GPT is out before BERT.

Model GPT BERT/RoBERTa
Type Autoregressive Language Model Autoencoding Language Model
Training 
Objectives

Causal Language Modeling Masked Language Modeling, (Next Sentence 
Prediction)

Paradigm Pre-training to Discriminative Fine-
Tuning with Auxiliary LM

Pre-training to Span-based Fine-tuning

Evaluation Tasks NLU (GLUE), NLU (GLUE), Short-Answer QA (Squad), NER, 
SWAG



AE Encoder/AR Decoder/Prefix-LM
Pre-training models has been a hot topic in the research of NLP. Since 2018, with the emergence of BERT, 
it has gained great attention from both the academy and the industry. The recent published PTMs can be 
classified into three types: BERT variants (XLNet, RoBERT, BART, TinyBERT etc.), task-oriented PTM 
(PLATO), and Cross-lingual PTM (NEZHA, FILTER). 
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Unsupervised Pre-training
Training Objective: Causal Language Modeling
Maximize the likelihood on the text corpus:
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Discriminative Fine-tuning
For labeled downstream task, maximize the log probability on each pair of 
instance (x, y)  

Add auxiliary fine-tuning objective of language modeling will imporove the 
performance 𝐿𝐿3 𝐶𝐶 = 𝐿𝐿2 𝐶𝐶 + 𝜆𝜆 ∗ 𝐿𝐿1(𝐶𝐶)
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Discriminative Fine-tuning
For labeled downstream task, maximize the log probability on each pair of 
instance (x, y)  
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Results on Natural Language Understanding
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Results on Natural Language Understanding
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Zero-shot Behaviors
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The performance is normalized
between the random guess 
baseline and SOTA model. 

In the first time, GPT-2 proved 
the positive correlation between 
pre-training steps and zero-shot 
performance.

Therefore, do not stop pre-
training! And GPT-2 is on its 
way.



GPT-2: 
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Transferring from NLU to NLG, which is more complicated.

Fully zero-shot evaluation, without any task-specific fine-tuning.

Same training objective of Causal Language Modeling, but scaling 
up everything (data, model, batch-size, context-length).

Achieved SOTA on most of NLG dataset compared with tuned 
model.



GPT-2: Language Modeling Benchamarks
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Transferring from NLU to NLG, which is more complicated.

Fully zero-shto evaluation, without any task-specific fine-tuning.

Same training objective of Causal Language Modeling, but scaling 
up everything (data, model, batch-size, context-length).

Achived SOTA on most of NLG dataset compared with tuned model.



GPT-2: RC, Translation, SUM, QA
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Transferring from NLU to NLG, which is more complicated.

Fully zero-shto evaluation, without any task-specific fine-tuning.

Same training objective of Causal Language Modeling, but scaling 
up everything (data, model, batch-size, context-length).

Achived SOTA on most of NLG dataset compared with tuned model.



Large-Scale Data and Under-fitting
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Even with the increase of model parameters 
to 1.5B, the training dataset of WebText 
1542M is still under fitting.

Therefore, the model can still be scaled 
up to better fit on the training dataset. 

GPT-3 is on the way! A new era started!



GPT-3: What is in-context learning?
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Three ways of in-context learning:
In a single sequence input, the 
prompted example can learn from 
previous demonstrations.



GPT-3: What is LM capable of in-context learning?
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GPT-3 Results: NLU of SuperGLUE
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GPT-3 Results: Language Modeling
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GPT-3 Results: Open-Domain QA
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GPT-3 Results: Machine Translation
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GPT-3 Results: Reading Comprehension
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GPT-3 Results: Arithmetic 
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GPT-3 Results: Turing Test
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Key to Success: Data Resources

Model Pre-training Data Size

GPT-1 BooksCorpus (7000 books) 5GB

BERT BooksCorpus, En-Wikipedia 16GB

GPT-2 WebText 40GB

RoBERTa BooksCorpus, CC-News, OpenWebText(WebText), Stories 160GB

GPT-3 CC(Common Crawl), WebText2, Books1, Books2, Wikipedia ~700GB

GPT-J Pile Corpus 800GB



Key to Success: Data Resources



Key to Success: Scaling Up



Key to Success: Scaling Up



Key to Success

• Conclude, Summarize, and Find emerging phenomena from systematical 
experiments: 
• in GPT-1, the experiment of the relation between #updates and zero-shot performance; 
• in GPT-2, the experiment of the relation between #params and training set ppl

• Insist on Simple yet Effective Architecture

• Keep on collecting high-quality web-crawled data



InstructGPT: Training language models to follow instructions 
with human feedback



InstructGPT



InstructGPT: Reward Model



InstructGPT: PPO



Results



Results



Usage
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